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Abstract

This study considers emerging market central bank interventions motivated by
international reserve management. Emerging market central banks use currency in-
tervention as a policy tool against exchange rate movements and accumulate inter-
national reserves as an insurance against sudden stops or reversals in capital flows.
To account for both of these motivations, the model of Ito and Yabu (2007), which is
exclusively based on exchange rate targeting, is extended to include the international
reserves-to-GDP ratio at a daily frequency. Daily values of the ratio are forecast
using the Mixed Data Sampling (MIDAS) model and exchange rate returns. Com-
pared with the benchmark model, we find that the MIDAS model performs better
in forecasting the reserve-to-GDP ratio. The extended model is estimated by using
the floating exchange rate regime period data of Turkey. We identify breaks in the
Turkish intervention policy, and the reserve-to-GDP variable in the extended model

is found to have a significant role in the intervention reaction function.
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1. Introduction

Currency intervention has been a policy tool regularly used by emerging market central
banks in floating exchange rate regimes. The relevance of interventions has been evident
during and after the global financial crisis during which emerging markets have experi-
enced large capital flows because of the Quantitative Easing (QE) policies in developed
countries. Considering the fact that central banks are not profit driven, theoretical moti-
vations for currency interventions include exchange rate and international reserve man-
agement related purposes. Unlike the few advanced economies who still use currency
interventions, such as Japan, both purposes are relevant for emerging markets. How-
ever, most of the studies in the literature focus on the exchange rate related purposes.
The relation of interventions and international reserves is usually discussed in a context
that is disconnected from the exchange rate related motivations. This study extends an
intervention policy reaction function developed for advanced economies to include an in-
ternational reserve component. In this way, the new reaction function is able to address
concerns of emerging market economies. It is shown that the extended model captures
interventions in Turkey better than the model solely based exchange rates.

Exchange rate interventions have kept their popularity in emerging markets and some
advanced economies as a short-term remedy for fluctuations in currency markets. Ad-
vanced economies such the US, the UK, Germany, and France, sometimes individually
and sometimes in coordination, intervened on currency markets after the Plaza Accord in
order to avoid extreme depreciations or appreciations of their currencies.! Interventions in
deep currency markets (i.e. advanced economies) are considered to have a non-significant
impact, whereas in emerging markets the currency markets are thinner.?

A further motivation for emerging economies to employ interventions is to accumu-
late international reserves. Emerging market central banks try to optimize international
reserves as an insurance against sudden stops in capital flows (Calvo et al., 2012; Jeanne
and Ranciere, 2011) or as a mechanism that would make up for the underdeveloped fi-
nancial markets (Dominguez, 2010) in exchange for the opportunity cost of the spread
between public sector bonds over interest earned from international reserves held. Obst-
feld et al. (2010) point out the possibility that capital flights might be financed by with-
drawals of bank deposits. In this case, the monetary base will shrink rapidly and will

lead to a crisis if the central bank does not have enough international reserves to sustain

! Although this was not the first period of frequent central bank interventions in advanced economies, it

is of particular importance since it occurred after the breakdown of the Bretton Woods system, when no
consensus on exchange rate stability was reached. For a historical account to currency interventions,
see Bordo et al. (2007).

For surveys on central bankers beliefs that currency interventions are efficient, see Neely (2008) and
Mohanty and Berger (2013).



the demands as the lender of last resort. Similarly, Frankel and Saravelos (2012) present
empirical evidence that countries with higher international reserves were more success-
ful in weathering the global financial crisis compared to the countries with low levels of
reserves.

A market participant interested in the probability and efficiency of a central bank
intervention might get biased results if she exclusively focuses on one of these two moti-
vations. For instance, as shown by Dominguez et al. (2013) for the case of Czech Koruna
(CZK), interventions that are not primarily intended to affect the exchange rate but carried
out by reserve management purposes might indeed influence the exchange rates depend-
ing on the frequency of interventions. They find that frequent interventions motivated
for reserve accumulation affect the exchange rates. The results of the study imply that
if all interventions are treated equally and reserve management related interventions are
not distinguished, an efficiency analysis will give biased results during a period when
there are frequent interventions for reserve management. Therefore, the significance of
each motivation of central banks should be clarified and interventions for each motivation
should be isolated for a more accurate efficiency analysis of currency interventions.

The contribution of our study to the literature is threefold. First, we extend the infre-
quent intervention model of Ito and Yabu (2007) by assuming that policymakers optimize
a weighted loss function of deviations of exchange rate from a target level and of reserve-
to-GDP ratio from a fixed optimal level of reserves. Second, we calculate daily forecasts
for reserve-to-GDP ratios, which is a variable that is available only at the quarterly level
since it requires GDP data.

Third, as an empirical contribution and illustration, we analyze currency interventions
of the Central Bank of the Republic of Turkey (CBRT) during the floating exchange rate
regime. Turkey is selected as an empirical case because it is an emerging market that
has been intervening to the currency markets both for exchange rate and reserve accu-
mulation purposes, it is one of the countries with the largest optimal reserves-actual re-
serve gap (Calvo et al., 2012), its intervention data are publicly available, and the CBRT
announcements indicate possible changes in its motivations so that implications of the
model estimates can be compared with the announcements.

There are four main findings of the study. First, at the daily level, it is possible to gen-
erate forecasts for the quarterly reserve-to-GDP ratio that perform better than the bench-
mark model. Improvements of the forecasts are shown to reach up to 45% of the bench-
mark model performance. Second, we identify structural breaks in the reaction function
of the CBRT. Structural break tests imply there are fragmentations of the CBRT reaction
data both for the extended model and the original Ito and Yabu (2007) model. Therefore,
analyzing the full sample period might be misleading. Third, the daily reserve-to-GDP



variable is found to be significant in the full sample and in the sub-samples, while a com-
parable pattern is not observed for the exchange rate variables. Fourth, with the extended
model, market participants can distinguish false alarms of interventions more success-
fully. The noise-to-signal ratio analyses show that the extended model gives lower ratios
in comparison to the model only with exchange rates. The improvement with the extended
model goes up to 20% for US Dollar (USD) purchases.

The study is organized as follows: Section 2 gives an overview of interventions by
the CBRT and their motivation. Section 3 derives the infrequent intervention model with
reserve-to-GDP levels and notes its interpretation. Section 4 summarizes the dataset used
and calculates daily reserve-to-GDP forecasts. Section 5 tests structural breaks in the pol-

icy function, while Section 6 reports the estimation results. The final section concludes.

2. Intervention Motivations

2.1. Intervention Motivations in Emerging Markets

Motivations of policymakers for interventions have been investigated by surveys carried
out with central bankers and in the theoretical literature. According to the practices noted
in the surveys, addressing developments in the exchange rates either in the level or the
volatility have been the top priorities of policymakers (Neely, 2008; Mohanty and Berger,
2013). Furthermore, "discouraging short term capital flows" and foreign exchange reserve
management have been noted as other important motivations of central banks (Mohanty
and Berger, 2013).

The recent literature that relate currency interventions to capital flow shocks (Cav-
allino, 2015; Ghosh et al., 2016; Blanchard et al., 2015) and reserve accumulation behav-
ior of emerging markets against sudden-stops (Calvo et al., 2012; Jeanne and Ranciere,
2011) imply that reserve ratios are crucial for intervention decisions. Therefore, for
emerging market economies, a currency intervention reaction function that would include
both exchange rate and foreign exchange reserve related purposes would be more relevant
from a market participants’ point of view, instead of deriving a reaction function for each

purpose separately.

2.2. Intervention Policy of the CBRT

The CBRT has adopted a floating exchange rate regime in 2001. After the breakout of the
2001 financial crisis in Turkey, the floating exchange rate regime has been introduced on
22 February 2001 and as one of the many following financial reforms, the law regulating
the CBRT has been amended to give the bank more independence. The CBRT has been



intervening in the currency market sporadically with changing motivations under admin-
istrations of all three governors until 2015.%> Description of the CBRT interventions and
reasons for selection of the reaction function components used in the study are given in
this section.

Currency interventions of the CBRT are either announced interventions with auctions
or unannounced direct interventions. In the interventions with auctions, time and max-
imum amount of foreign exchange to be purchased (sold) are announced beforehand.
Sometimes, the number of planned auctions in a certain month is announced as additional
information, but the CBRT always reserves the right to stop the interventions or start them
as it sees viable. Thus, announced interventions are not deterministic in practice. Unan-
nounced interventions are communicated to the public on the day they are performed and
the amounts of the interventions are announced after 15 days of the intervention day. The
number of unannounced interventions is small compared to the number of announced
interventions.

The amounts of unannounced interventions have been larger than those of the an-
nounced ones. Foreign exchange amounts purchased/sold vary between 9 million USD to
2.25 billion USD. There have been cases in which unannounced interventions are 3 or 9
million USD but they are usually more than 300 million USD and in one case reached 5.4
billion USD. Details of the intervention data of the CBRT are given in Section (4).

After 2011, the CBRT has devised other unconventional monetary policy tools in addi-
tion to currency interventions. The reserve option mechanism (ROM) has been introduced
during late 2011 as a stabilizing policy tool (Degerli and Fendoglu, 2015). At the begin-
ning of 2014, after the sudden depreciation of the Turkish Lira (TRY) against the USD,
the CBRT started directly financing the foreign exchange demands of the oil importing
state owned enterprises. These policy changes should be addressed in studies on effec-
tiveness of currency interventions or dropped from the sample (Onder and Villamizar,
2015).

The CBRT has been cautious in its communications with respect to the floating ex-
change rate regime and the aim of currency interventions. Most of the time, the aim is
put as "increasing market volatility and calming disorderly markets". The wording of the
exchange rate policy of the CBRT has been changed after 2012. The CBRT’s "Mone-
tary and Exchange Rate Policy for 2013", which is published in December 2012 (CBRT,
2012), repeats the central bank’s message of "no target" but also includes the statement
"...Nonetheless, with a view to limiting the risks to the financial stability, the CBRT does

not remain unresponsive to the excessive appreciation or depreciation of the TL...". The

3 The governors of the CBRT from 2001 till 2015 are Siireyya Serdengecti (14/03/2001-14/03/2006),
Durmus Yilmaz (18/04/2006-13/04/2011) and Erdem Bag¢1 (14/04/2011-19/04/2016).



statement implies that even though the CBRT does not have a strict target for the exchange
rate as in the case of a fixed exchange rate or pegged regime, it does make its comparisons
of "excessive appreciation or depreciation" with an interval in mind. In some of the press
releases regarding interventions (CBRT, 2009) and exchange rate policy texts (CBRT,
2007a), the need for building foreign exchange reserve as an emerging market economy
has been noted by pointing at the "right" periods to do so.

Despite the recent literature given above on the connection of interventions and capital
flows; Figures (1) and (2), which include quarterly net capital flows to Turkey and quar-
terly net interventions by the CBRT respectively, show why an approach based on capital
flows may not be the correct approach for the case of Turkey. Intuitively, net capital in-
flows (outflows) should decrease (increase) the USD/TRY exchange rate level and based
on the movement in the exchange rate; the CBRT should increase (decrease) its foreign
exchange reserves, which means it intervenes to the market by purchasing (selling) USD.*
However; counter intuitively, the figures show that the CBRT intervened to the markets
only by selling USD after 2011 even though there are persistent capital inflows to Turkey
after this date. Besides, in the ad hoc classification of Blanchard et al. (2015) based on
the reaction to capital flows, Turkey is classified as a non-intervener country. Therefore,
an approach directly based on capital inflows is not taken here.

In addition to the referred literature on the reserve accumulation in emerging econo-
mies, a reaction function based on deviations from an exchange rate target and reserve
optimization is selected for two reasons. The first reason is that intuitively the target in
this reaction function does not mean a level of exchange rate that is to be protected as in
a fixed exchange rate regime; but it rather refers to a smoothed path for the exchange rate
based on the history. Indeed, such attempts by policymakers to smooth the impact of the
shocks in the currency markets are found to be very effective (Fratzscher et al., 2015).

The same reasoning of an "implicit target for smoothness" can be applied to other
periods unless the motivation for currency interventions is explicitly communicated dif-
ferently. Such a period started after 2006 in which the CBRT’s press releases about cur-
rency interventions motivated by exchange rate reserve management. During this period,
the CBRT explicitly announced that the main motivation for some of the interventions is
reserve accumulation referring to the need of strong international reserves for emerging
markets.

The second reason is related to the traceability of the central bank behavior. From a
market participant point of view, a target level of exchange rate based on short and long-
term deviations is much easier to track than volatility of exchange rates, which might

be subject to model specification errors. There is no consensus on how to model the

4 The exchange rate of TRY at time ¢ is expressed in terms of 1 USD.



volatility. In the Turkish case for instance studies that include deviations from exchange
rate volatility use different specifications of GARCH models (Guimaraes-Filho and Kara-
cadag, 2004; Herrera and Ozbay, 2005). A better estimate of the volatility can be obtained
using the intraday data; but genuine data for computing the so-called realized volatility
may not be available at all for an outsider. Furthermore, market participants do not have
information on the model of the CBRT for measuring volatility. On the other hand, his-
torical exchange rate data is easily accessible, reliable and tractable.

Moreover; although the CBRT notes excessive volatility in the currency market as
the main motivation, results of the limited studies on Turkey show that exchange rate
volatility is not a significant motivation of interventions. For the first three years of the
floating exchange rate (i.e. 2001-2003), Guimaraes-Filho and Karacadag (2004) find that
the CBRT’s interventions are not motivated by the deviations in the exchange rate return
and volatility from their previous month’s values. For the period 1993-2003, Herrera
and Ozbay (2005) study the motivations of the CBRT with a Tobit model. By restricting
their research only to short-term variables, they find that the CBRT interventions are not
motivated by short-term deviations from the exchange rate return and volatility, which
supports the findings of Guimaraes-Filho and Karacadag (2004). Recently, Onder and
Villamizar (2015) find that the effect of interventions on exchange rate volatility is small

and short lived, while they have a larger significant effect on exchange rate returns.

3. A Model of Infrequent Intervention with Reserve Tar-
geting

Based on the Almekinders and Eijffinger (1996) model of intervention, Ito and Yabu
(2007) develop a model of infrequent interventions that aims to capture the motivation of
the Bank of Japan’s currency interventions between 1991 and 2002. Here, the model of
Ito and Yabu (2007) is extended by adding a component of international reserves to the
objective function.

Let s; represent the log of USD/TRY exchange rate at time 7. The central bank is

assumed to have the following objective function:

min E[(a(si—s/ )*+B(Qi(Asi, A1) — G)*) | 1] o))
t

where s/ is the target level of the USD/TRY exchange rate at time ¢, Q; | is the infor-
mation available at time t — 1, G; is the target level of foreign reserve-to-GDP ratio, and
Int; is volume of currency intervention. G; is assumed to be exogenous and constant at

level G; = a. The coefficients o and 3 are the weights of the exchange rate target gap



and the reserve ratio target gap respectively with o, > 0. Q;(As;,A;—1) gives the level
of reserve-to-GDP ratio at time ¢ based on first difference of the exchange rate return, As;,
and a matrix of variables, A;_1, that might play a role in determination of the ratio. As
it is shown in Section 4.1, A;_; is assumed to consist of lags of As; and some quarterly

variables. Q;(As;, A;—1) is assumed to be linear in As; as follows:
O:(Ast, Ar—1) = KAS; +Ri—1(Ar—1) + vy, (2)

where k denotes the effect of As; on the reserve-to-GDP ratio, R,;_1(A;—1) denotes the
component of the ratio that is not related to As;, and v; is an i.1.d error.

A critical aspect of modeling currency interventions is the assumptions on the ex-
change rate movements. The literature suggests that a number of factors such as interest
rates and money supplies differentials, commodity prices, and order flows might affect
exchange rate levels. In a recent literature review, Rossi (2013) studies the exchange rate
predictability with different forecast horizons, predictors, model specifications, and eval-
uation methods. According to the review, the predictability of the models depend on all
of these factors and the Random Walk (RW) without a drift appears to be the strongest
benchmark model. Particularly, at the daily level, the evidence against the RW model is
limited to a number of studies and exchange rate pairs (Rime et al., 2010; Ferraro et al.,
2015). Therefore, the policymakers are assumed to model the exchange rate movements

as a RW and try to influence the exchange rates by interventions as follows>:

St = St—1 +p1nt[+l/lt (3)

It has to be noted that the RW assumption will be kept throughout the study and only
interventions are assumed to effect exchange rates. USD purchases and sales are denoted
by (+) and (-) respectively because the motivation in purchases is assumed to be increasing
s; while in sales, the motivation is to decrease s;.

Using (3), Q;(As;, A;—1) can be written in terms of intervention as follows®:
O (Inty, As—1) = ninty +R;—1 (Ar—1) + vy, “4)

where 11 = kp and denotes the effect of interventions on reserve levels. As USD purchases

(sales) increase (decrease) the value of Q;(Int;,A;—1), N has to be positive, which implies

> For advanced economies, Yilmaz (2003) shows that during periods of coordinated currency inter-

ventions, the exchange rates deviate from the martingale property. Some deviations from the RW
assumption are included as robustness checks in Section (7).
6 Note that AS[ = (S[ — Stfl) = (5171 +plntl — Stfl) = plnt[



that coefficients k and p should have the same sign.
The minimization problem in (1) can be solved by using (3) and (4). The optimal level

of currency intervention, /nt,", can be written as:

; apn ap T Bn
Int’ = - =Ty - —FL R (A
" gt B apt ot pp ) T gy et (e,
which can be simplified to
% (04
Int* = P (51 —sT) PN R A, 5)

ap?+pn? T ap? B

The first term in the equation denotes the effect of deviations of exchange rate from the tar-
get level. The sign of this coefficient depends on the sign of p. Holding other parameters
constant, the interpretation of p is similar to Ito and Yabu (2007). Assuming that USD is
purchased (sold) when TRY appreciates (depreciates) against the USD, leaning—against—
the—wind behavior of central banks implies that p > 0 (i.e. s; increases (decreases) after
purchases (sales) of USD). Similarly, leaning-with-the-wind implies p < 0. In the ex-
tended model, the parameter is weighted by the relative importance of other variables.
The second term in Equation (5) denotes the effect of the gap between the optimal and
the current level of reserve-to-GDP levels. The coefficient of this term is positive. Thus,
as the optimal level of reserve-to-GDP increases (decreases), the optimal level of cur-
rency intervention will increase (decrease), and as R, (A,—) increases (decreases), the
optimal intervention level will decrease (increase). The parameters & and 3 weigh the
deviations based on their importance in the objective function. The term ap?+ fn? in
the denominators of the coefficients normalizes the effects. Note that if =0 and o = 1,
the second term in the equation drops and the equation boils down to the optimal level of
intervention given in Ito and Yabu (2007).

Jeanne and Ranciere (2011) show that most of the emerging market economies, except
the Asian countries in their sample, have smaller reserve-to-GDP ratios than the optimal
value. Therefore, for an emerging country in which @ > R,_1(A;_), the model is expected
to explain the foreign currency purchases by the central banks better than sales.

For the sake of simplicity, in the rest of the study, a is normalized to 0 and Equation

(5) is expressed in a compact form as follows:

Int' =A(s;—1 —sT)+BR,_1(Ar—1). (6)



where

ap

:—m, and (7)
____ Bn
~ ap?+Bn? ®)

The exchange rate target is assumed to be composed of five elements that capture the
short-term and long-term movements in the exchange rate. Short-term elements are the
previous day’s and previous month’s exchange rates, s;_, and s;_7| respectively. Long-

term elements are the 1, 3, and 5-year moving averages, which are defined as

A 1 k260—1
AN :% l;,) St—i, )

where k = 1,3,5 and a year is assumed to have 260 business years. Then the target

exchange rate can be written as follows:

T lon,
s; = 8151—2+ 2521 + 635, 7% (10)
where
sﬁ""g = cls,lMA + czs?MA + C3s,5MA. (11)

The coefficients of the target exchange rate and long-term exchange rate are normalized
to one which means that ; + 8 + 63 = 1, and ¢; + ¢ + ¢c3 = 1. Using the definitions
of the target exchange rate level and the long term exchange rate, the optimum level of

intervention in Equation (6) can be written as:

Int! =y (51 —81-2) + (51— 51-21) + B3(si—1 — ;M)

(12)
(51 — MY £ s (s 1 — M) F R 1 (A1)

where y1 = 814, 1o = A, 13 = 83¢1A, 1a = 83024, 5 = 83¢3A, and ¥ = B.

In this form, the model implies that policymakers will react to exchange rate move-
ments continuously. However, as it can be observed on Figures (3) and (4) that present
Turkish intervention data, it is an empirical fact that there might spells of interventions
or just a stand alone intervention. Ito and Yabu (2007) capture the possibility of non-
frequent interventions by introducing political costs to the model. For the Japanese case,
the intuition of political costs is based on the necessity of an approval by the Ministry
of Finance for the Bank of Japan to start interventions. The approval of the initial inter-

vention is assumed to decrease the costs of the following interventions. In Turkey, the

9



CBRT independently decides on interventions; so the preceding intuition is not valid for
the Turkish case. On the other hand, as noted in the survey of Neely (2008); except one
bank, central banks are in general very quick to make an intervention even there has not
been an intervention in the previous day. Therefore, the motivation suggested by Ito and
Yabu (2007) seems to apply to the very special case of the Bank of Japan rather that the
general situation, and particularly not to the case of the CBRT.

Instead, public announcements on the auctions for currency interventions justify a
similar cost effect for the case of Turkey. As noted in the previous section, the CBRT
sometimes chooses to intervene to the markets with unannounced interventions; but usu-
ally use auctions whose rules are predetermined. However, the end date is left undeter-
mined by the note that the CBRT has the right to end the auctions when they see the
continuation unnecessary. The public announcement of these interventions is taken as the
cost of interventions and it is assumed that subsequent interventions are more likely since
the cost does not apply to them.

The cost function, C;, is defined as

CP —Cyl(Int,_y >0) if Int; >0
c -6 2 (Int;—1 > 0) / (13)
C; —Col(Int;—y < 0) if Int, <0

where C! > 0 is the cost of purchasing USD, Cf > 0 is the cost of selling USD, and /(.) is
the indicator function that is used to indicate if there is an intervention of the same kind in
the previous period. The intuitively correct case for facilitation of interventions is C, > 0
which corresponds to the situation where an intervention in period # — 1 decreases the cost
of intervention at time 7. The cost of intervention can also be modeled as a fixed amount
for both USD sales and purchases as in Kearns and Rigobon (2005), but here costs are
assumed to be different for both directions in order to account for asymmetric effects of
interventions.

The central bank will make its intervention decisions by comparing the costs and
benefits of interventions given in Equations (13) and (12) respectively. Different cases

implied by these comparisons can be written as follows:

—1 if Int] +& < uy+pyl(Int,_; <0)
Int; =<0 if w+yl(Int,_ <0) <Intf +& < o —yI(Int,_1 > 0) (14)
1 if w—pl(int,_y >0) <Int] + &

where u; and p, are the cut-off levels for USD sales and purchases respectively, and

10



& ~N(0,62).7 Assuming the sign of the intervention at time ¢ is never different from the
intervention sign at time 7 — 13, intervention decisions can be re-written in the form of an

ordered probit model as:

=1 if yy <
Int; =<0 if w <y < (15)
Lif wp <y}

where y/ = X;y7+ & and

Xy =11(5-1—81-2) +Plsi—1—si-21) + 13(s0-1 — ;M)

(16)
+ (51— ") + ¥ (s—1 — ;M) + YoR—1 (Ar—1) + 1alInt

It has to be noted that by using the ordered probit model in Equation (15), we can only
estimate standardized values of the coefficients which are ¥/ = y/o and u = u; /o which
means that § and ¢ values can be calculated as &, = ¥} / (Y3, ¥/), & =%/ (X, 7). & =
(2 5/ (T %), cj= ﬁ+2/(2,-5:3 ;) for j =1,2,3 but A and p cannot be identified.
Similarly, a standardized value for B is given by the estimations; but 7, along with the
parameters ¢ and f3, is not identified. This model is referred as the "extended model”
and the version of the model without the reserve variable is referred as the "Ito & Yabu
model".

Ito and Yabu (2007) note that the model they give can be seen as a "reaction func-
tion with neutral bands". Within the neutrality bands, the central bank will not react to
exchange rate movements. With the new variable added to the model, it is now a reac-
tion function that reacts also to the international reserves accumulated as a ratio to GDP
until the time of intervention decision. Below the negative band, the central bank will
react by selling USD and above the positive band, it will react by purchasing USD. ¥
and 7 coefficients denote reactions based on the short-term deviations; ¥, 75, and ;3 are
the long-term deviation coefficients; ¥ is coefficient of existing reserves, and 7 is the
momentum coefficient, which tells that an intervention is more likely today if there was
an intervention on the previous day. A positive value of 7 means that the likelihood of an

intervention today increases based on the existence of a previous day intervention .

7 For the model only with exchange rate targeting, Ito and Yabu (2007) put the sign conditions on the

cut-off levels as 1 < 0 and pp > 0. Intuitively, the value of the optimal intervention will be pushed
downward by the negative effect of the new YR, (A,;—1) term. Therefore, a sign restriction on the
cut-off levels is not employed here.

This assumption is validated for the intervention data of CBRT. A purchase (sale) of USD is always
followed by a purchase (sale) or no intervention period.

11



A reaction function without the neutrality bands can be given as the following:

Int, =0 + 01 (51— 51-2) + G (s 1 — 51-21) + 3 (5,1 — s, 1)

(17)
+ ¢4(St—1 - S?%A) + 05 (St—l - S,SylA) + QR —1 (At—l> + U

which is the linearization of the preceding probit model with a constant (Ito and Yabu,
2007). This linear model is called as "conventional extended model" and the version of
the model without the reserve variable is referred as "conventional model" throughout the

study.

4. Data

The initial dataset includes New York closing spot rates for the USD/TRY exchange rate
starting from 26 March 2001 to 16 October 2015. It starts just after the CBRT decided
to implement a floating exchange rate regime on 22 February 2001. The first month of
the floating exchange rate regime is not included in the data set because of the sharp
devaluation of the TRY in the immediate period.” The USD/TRY exchange rate is plotted
in Figure (5) with the 1, 3, and 5-year moving average values for the whole sample.

Intervention data are retrieved from the CBRT database. There are 2314 days with
interventions. Unannounced interventions are less frequent and are announced on the
day they are carried out but the amounts of interventions are given 15 days after the in-
terventions. For this type of interventions, the CBRT is partially following the policy
recommendations of Bhattacharya and Weller (1997) who argue that efficiency of inter-
ventions is at the maximum when an intervention is announced but the amount is not. The
delay in the announcement of the amount is not relevant for the ordered probit regression
analysis, which only works with the information whether an intervention is occurred or
not.

There are 2305 auctions and 27 direct unannounced interventions in the dataset, which
means that on some days the CBRT used both auctions and direct interventions. 1496 of
the interventions are purchases and 818 are sales of the USD. The maximum amount
of an intervention on a single day is 5441 million USD, which was a purchase, while
the minimum amount is 5 million USD, which is again a purchase. For the sales, the
maximum amount is 3351 million USD and the minimum amount is 10 million USD.

The OLS and ordered probit regressions do not use the whole dataset. As it is de-
scribed below, the sample is split into an estimation and a forecast sample to generate

forecasts for the reserve-to-GDP ratios. The estimation period ends on 31 December

®  Blanchard et al. (2015) take the period for Turkey starting from 2003-Q3. This might be another
approach to start the daily dataset.
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2005. The rest of the sample after this date until 30 September 2015 is used in the regres-
sions. The end of the sample is chosen to be 30 September 2015 because this is the final
date on which quarterly data, and therefore the reserve-to-GDP ratio, are available. The
dataset used in ordered probit regressions consists of 2522 days. There are 1018 USD
purchase and 679 USD sale days during the time period that sums up to 1697 intervention
days. The maximum amounts of purchases and sales are 5.5 billion USD and 3.3 billion

USD respectively.

4.1. Daily reserve-to-GDP ratio forecasts

Estimating the model in (15) requires the use of the daily R, |(A,—_1) series. However,
such a series is not available at the daily level since the calculation of the series uses
quarterly GDP data.!” In order to carry out the regression analysis, a synthetic R;_1(A;_1)
series is calculated by using the Mixed Data Sampling (MIDAS) model.!! For each day
in a quarter, forecasts for the end of quarter’s reserve-to-GDP ratio are calculated and
the values are brought together to generate the necessary series. Since the reserve-to-
GDP ratio is treated as a quarterly variable from now on, for notational convenience the
subscript ¢ of the reserve-to-GDP ratio is replaced with d = 1,2,...,D where D is the
maximum number of quarters in the dataset.

There are other methods to work with mixed frequency date in the time series econo-
metrics literature but the MIDAS model is selected as the method of forecasting for two
reasons. First, it handles the mixed data with a single equation in a parsimonious fashion
and allows us to write the daily reserve-to-GDP forecasts in a functional form that is given
in Equation (4). Second, Andreou et al. (2011) and Bai et al. (2013) show that the MIDAS
model is less prone to specification errors than its competitor, state-space models.

In its simplest form, a MIDAS model for a quarterly series of interest, Q 4, can be

written as follows:

(gs—1) (m=1)

Qi=vo+vi Y, @(0,i+ j*m)S(u_ia—j+ Vi), (18)
j=0 =0

where g, is the number of low frequency lags, y; is the corresponding coefficient for

the aggregated high frequency variable at low frequency lags, m is the fixed number of

10 Besides employing the approach we have here, the closest series to the real R,_1(A;_1) can be calcu-

lated using the quarter end values for the reserve-to-GDP-ratio and daily exchange rate returns. Such
a series is used in the probit model estimations and we get similar results we present here. The ad-
vantage of the MIDAS approach is that it can give daily forecasts by including more data in a concise
manner.

' For the properties of the MIDAS models, please see Ghysels et al. (2004), Ghysels et al. (2007), and
Foroni and Marcellino (2013).
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high frequency periods in one single low frequency period, (i,d) is the i’* lagged high
frequency period in the low frequency period d, S(; 4) 18 the high frequency variable (e.g.
daily series), and ®(0,i+ j+m) is the polynomial distributed lag function that depends
on the hyper parameter 6. There are various functional specifications for the polyno-
mial function ®, but the Almon distributed lag polynomial is used in this study.'> The

polynomial function can be written as:
p
6.i) =Y 6,i" (19)
p=0

and assumes that the weight of the i’ lag can be calculated with underlying (n »+1) hyper
parameters 0 = (6y,...,0,). n, is taken to be 2 in the calculations.

Forecasts for the reserve-to-GDP ratios are calculated by MIDAS with leads. The
MIDAS with leads methodology allows us to calculate forecasts for the end of the quarter
we are in as move through the quarter. "Lead" refers to the data used within the quarter
that a forecast is made. For instance, if one wants to make a forecast at the 10t day of
the quarter for the end of the quarter'?, these 10 days are called leads. Days that belong
to the previous quarter/s are called lags.

The high frequency variable, S, is taken as daily exchange rate returns. Exchange rate
return and daily lags are selected to be the high frequency variable to ensure the appear-
ance of As; in Equation (4). An Autoregressive (AR) term and quarterly factor series are
also added in the estimations. The performance of the forecasts are improved by using the
first lag of one quarterly factor that is extracted from six quarterly macroeconomic series
(Stock and Watson, 2002; Andreou et al., 2013).

The MIDAS with leads forecast equation can be given as follows:

(gr—1) (m=1)

(g0—1)
Quin=¥+ Y, &0un+ Y TFan+w Y 06" i—m)Asgga)
=0 =0 = (3—Tne)m3

(qAA_l
+ Z Z ehl—l-]*m)As(m—i,d—j) +v(hd+h)’

(20)

where & is the forecast horizon; {, is the coefficient of the AR term and qo 1s the number

of lags of the low frequency variable; F;_, is the quarterly factor at time F;_,, 7, and

12 Calculations are made also with Beta polynomial and exponential Almon lag polynomial functions.

The Almon lag polynomial gives the best results in terms of forecasting performance and speed. Re-
sults retrieved using other functions are available upon request.
This forecasts might also be called a 55-day ahead forecast assuming that there are 65 days in a quarter.
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and gr are the corresponding coefficient and lag number of the quarterly factors; Jag
and ga, are the number of leads and lags of exchange rate returns respectively. Finally,
the autoregressive lag is taken to be 1. The forecast horizon, A, is fixed to one quarter
since we do not need further forecast horizons. However, a forecast calculated at the n®
day of a quarter is called the (65 — n)-day ahead forecast for ease of expression, where
n=1,2,...,65.

After the estimation of the model parameters and decision on the weights of the lags,
the weight of the As; on a specific date can be separated in order to write the equation in
form of Equation (4). The constant, AR term, factors and lags of the exchange rate returns

are stacked into the matrix A,_; so that

A

O = nw(6,1)As; +R Y (A_))

which is the forecast of the end-of-quarter reserve-GDP-ratio at time ¢. The superscript
t identifies the series as a forecast series. From this equation, the variable that is used in

the ordered probit regressions can be written as follows:

A

RV A1) =0 —nw(8,1)As; (21)

The quarterly series we use for calculating the quarterly factor are imports and ex-
ports as a share of GDP, production (excluding construction), hourly earnings, monetary
aggregate (M1), and passenger car registrations. The factors are extracted by using the
Principal Component Analysis (PCA) with a window size of 40. Already the first one
these factors explains 51% of the total variation in the quarterly series. Other factors ex-
plain 34%, 18%, 7%, and 2% respectively. We only report the forecasts results using the
first factor, which delivered the best results.

Quarterly series and the daily exchange rate return are winsorized at the 1% level in
order to prevent any outlier effects.

Quarterly changes in the international reserves of the CBRT are given in Figure (6)
and the reserve-to-GDP series are plotted in Figure (7). Both the ratio series and the
exchange rate return series are tested for a unit root before performing the regressions.

The number of leads and lags that are used to calculate the forecasts may vary. Here,
the number of leads and lags are selected based on the root mean squared forecast error
(RMSFE) of different specifications. The selection procedure of the leads and lags follows
three steps. At the first step, we calculate 1 to 65-day ahead forecasts with a recursive
window scheme and the RMSFE of the forecasts are gathered. Then, for each lag and
within the quarter forecast horizon, the RMSFE performances are compared with the

benchmark AR(1) model with a constant. At the final step, the lag value that gives the
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best average performance is selected. Table (1) reports RMSFE values of the forecasts for
several forecast horizons and lags with respect to the benchmark model. The performance
of the forecast is up to 45% better compared to the benchmark model. The estimated
Almon polynomial lag functions are given in Figure (8).

The best average performance is received from lag 95 with an average performance of
0.6. The R'~! (A,_l) series is generated by using this lag.'* Figure (9) plots the generated

R~1(A,_) series against the real reserve-to-GDP series.

5. Identifying Structural Breaks

During the estimation periods for the probit regressions, there have been notable domestic
and global events that may have change the intervention policy of the CBRT. First; since
the beginning of 2006, the governor of the CBRT changed twice. Durmus Yilmaz was
appointed as the governor on 14 March 2006 and Erdem Basc¢1 was appointed on 14 April
2011. The governors’ policy objectives might play a role in the currency intervention
policies (Ito and Yabu, 2007). Second, the global financial crisis started in 2008 after
the collapse of the Lehman Brothers and the Federal Reserve started the first round their
QE policy, which continued until 2014 with two renewed rounds. Turkey had negative
quarter—on—quarter GDP growth rates in the last quarter 2008 and first quarter of 2009
with —5.9% and —5.6% respectively, which are the lowest growth rates since the banking
crisis in 2001. The financial crisis and both the start and end of the QE policy has impli-
cations on the capital flows to Turkey, hence reserve management. Finally, at the start of
2014, the CBRT implemented new policies to cope with the deviations in the exchange
rate and started to support the USD need of the state owned oil-importing firms directly.

The possibility of changes in the intervention policy of the CBRT is first analyzed by
the methodology introduced by Andrews (1993) who shows that the existence, statistical
significance, and location of one structural break point can be tested by using F or Wald
statistics, and simulates asymptotic critical values. Accordingly, for the linear version of
the probit model is used as given in Equation (17), we calculate recursive Chow test F-
statistics for every point within the middle 80% of the data (i.e. the first and last 10% are
trimmed following Andrews (1993)). Figure (10) gives the calculated F-statistics. The
maximum value is received at on date 04 August 2011 which implies a structural break at
this date. The conventional model gives the same break date, but with higher value of the
statistics.

Considering the number of events that might have caused policy changes, the ex-
istence of multiple structural breaks is tested by the Bai and Perron (2003a) (BP) test

14 95 is the sum of the leads and lags used in the forecasts.
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for an unknown number of structural breaks. For the BP test, the maximum number of
structural breaks is taken as 5, the trimming ratio is 0.1, and the errors are assumed to
be heteroskedastic. We start by applying the BP test to the linear model including both
the exchange rate and reserves. Table (2) displays the test statistics for each number of
breaks. The critical values for the test statistics are given in Bai and Perron (2003b). Bai
and Perron (2003a) note that the sequential procedure gives better results for the number
of structural breaks; so the break points suggest by this procedure is taken as a reference. !>
The dates of the breaks estimated by the sequential procedure are 24 September 2007, 03
August 2011, and 19 June 2013.

The first structural break point coincides to a period when the CBRT increased the
maximum amount of auctions from 45 million USD to 90 million USD due to the capital
inflows to Turkey due to the evaluation of the housing and credit markets abroad (CBRT,
2007b). In 2008, after the global financial crisis, buying auctions are suspended and sell-
ing auctions have continued for a while. Foreign reserve concerns mark the period before
and after the global financial crisis. The second suggested structural break point is at a
time when the CBRT announced that it would intervene to the markets when seen neces-
sary. This announcement came in August 2011 after the announcement of suspension of
interventions in July 2011. The second round of the US QE ended in the second quarter
of 2011, and the interventions are directed to address uncertainty in the foreign exchange
market. Finally, on the last structural break date, the conditional termination of the QE
based on positive economic data was announced and it was noted that the programme
could be wrapped in 2014. The announcement and subsequent termination of the QE pro-
gramme created upward movements in the currency markets, and the CBRT has increased
the amount of interventions. For the further analysis we proceed using these three break
points and four sub-periods accordingly. In contract to the extended model the procedure
suggests 4 break points for the benchmark model with only exchange rates, the original
(Ito and Yabu, 2007) model, see Table (3).

6. Estimation Results

6.1. Linear regression results

The linear regressions results of Equation (17) with Newey and West (1987) heteroskedas-
ticity and autocorrelation consistent (HAC) errors are given in Table (4). Results of the

conventional model are given in Table (5) for comparison. According to the R? values, the

15 The table also gives the estimates of the number of structural breaks from LWZ and BIC. These values

are 4 and 5 respectively.
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explanatory power of the conventional model with reserves is the smallest in the last pe-
riod of the sample. The final sub-period in the sample has been marked with the political
risk and introduction of new policy measures by the CBRT to deal with the movements
in the currency markets; therefore, the low performance of the model in the last period is
expected. A more complex model might be needed to capture the events of the last period.

The coefficient of momentum variable, ¢, is significant in the full sample and in
all sub-sample regressions. The positive sign of the coefficient implies that the cost of
interventions decreases if there is an intervention on the previous day. The size of the
coefficient gets smaller in time and is the smallest in the last sub-period implying that the
predictability of a future intervention based on the current day intervention decreases over
time.

The reserve variable coefficient, @, is significant in the full sample and for the first
three sub-sample regressions. The negative sign is in line with the implications of the
model and implies that as the amount of reserve accumulated before the day of interven-
tion, intervention will decrease. Our initial assumption on the reserve variable is that it
would explain the USD purchases in a better way in Turkey. The size of the coefficient
is the largest in the third subsample in which there has been no USD purchases carried
out. This suggests that in the third sub-sample, there is indeed an over accumulation of
reserves compared to the optimal level and it contradicts the assumption that Turkey, as an
emerging country, has always a deficit in the reserve-to-GDP ratio and should be inclined
to accumulate reserves continuously.

None of the exchange rate variable coefficients is significant at the full sample; while
for the conventional model, 3-year and 5-year moving average variable coefficients are
significant. Coefficient for the deviations from the previous day, ¢, is never significant
in any regressions of neither of the conventional extended and conventional models. This
result is in line with the CBRT announcements saying that the bank does not intervene
based on short-term movements in the exchange rates. For the extended model, coeffi-
cients for the deviations from the 1-year and 3-year moving average are significant for the
first three sub-samples while the 5-year term has a significant effect in the first two sub-
samples. The signs of the exchange rate variable coefficients are not significant through
regressions suggesting that relative importance and weight of the variables in the objective

function change depending on the circumstances of certain periods.

6.2. Ordered probit estimations

The results of the ordered probit regressions of the extended model for the full sample
and the four sub-samples are given in Table (6), whereas probit regression results for the

Ito & Yabu model are reported in Table (7) for comparison. The tables contain coeffi-
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cient estimates, cut-off point estimates (i.e. estimates of p; and ), and Pseudo-R? or
McFadden’s R? for each regression.

Fitted values of the probit regressions are given in Figures (11) and (12) with the esti-
mated cut-off point estimates for the full sample and sub-samples respectively. Changes
in the cut-off values within periods can be observed on the graphs. For the USD pur-
chases, the estimated cut-off value for the first period is lower and for the second period
is higher than the estimated cut-off point for the USD purchases in the full sample re-
gression. For the USD sales, the estimated cut-off points are lower in the first and third
periods, and higher in the second and fourth periods than the estimated cut-off point in the
full sample regression. The lower (higher) cut-off point for the USD purchases (sales), the
higher the probability that the CBRT is intervening to the markets. The band for interven-
tion (i.e. the area between the cut-off points) is the narrowest for the second period (i.e.
25/09/2007-03/08/2011); so, only based the band width, the CBRT would be expected to
be in the currency markets with the highest probability during this period.

The coefficient of the momentum variable, y5, is significant at the 1% level and has
the expected positive sign in all of the regressions implying that an intervention today
increases the possibility of an intervention tomorrow. Size comparison of the coefficient
within periods suggest that after the introduction of new measures by the CBRT such as
ROM in the third period and directly supplying oil importing state-owned firms in the
fourth period has decreased the influence of the momentum variable.

The coefficient of the reserve variable, ¥, is significant in the full sample and in the
first three sub-sample period regression. The coefficient has the theoretically expected
sign. It is the smallest and insignificant in the last sub-sample period regression. In the
final sub-sample, the cut-off point estimator is not significant either indicating that the
extended model performs poorly in explaining the intervention behavior of the CBRT in
this sub-sample period. However, considering the developments in the last period of the
sample, this results comes as no surprise to us and indicates the necessity of analyzing
this period in more detailed fashion, which is out of the scope of this study. The size of
the coefficient is the largest in the first and third sub-sample period regressions. Starting
from the end of the first period and during the second period, the CBRT has explicitly
announced the aim of some interventions as accumulating international reserves by point
outing the need for strong reserves in emerging market economies; so, intuitively we
expect the coefficient to be largest in size in these two periods. The coefficient is indeed
the largest in the first sub-sample period regression; however, the coefficient in the second
period is not one of the largest on the contrary to our expectations. The robustness checks
show the coefficient is indeed robust to different model specifications only in the second

sub-sample period; but during this sub-sample period, the strength of the variable might
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have been mitigated by the concerns on the international risk on currency markets during
the global financial crisis.

Significance of the reserve variable is tested with a Wald test with the null hypothesis
that the variable does not have an affect on the reaction of the CBRT, Hy : ¥ = 0 (i.e.
the CBRT reacts according to the Ito & Yabu model), with the respective samples. The
null hypothesis can be rejected at the 1% significance level for the full sample while
the significance level drops to 5% for the first three sub-sample periods. For the last
period, the test statistic suggests that we do not have enough evidence to reject the null
hypothesis at a significant level. Hence, even though we cannot compare the extended
model with the Ito & Yabu model directly because of the different structural breaks, we
see the statistically significant affect of the reserve-to-GDP ratio in the reaction function.

Similar to the linear regression results, we observe a significant effect of the reserve
variable in the third sub-sample period in which no USD purchases take place, justifying
the evidence for the possibility that the CBRT chose to reduce its international reserves
depending on the certain conditions of the period.

We cannot derive direct conclusions based on the coefficient estimates of the exchange
rate variables since they are weighted values rather than the real effects of the exchange
rate variables on interventions. Nevertheless, values of target exchange rate variable co-
efficients (i.e. 0 and ¢ ) can be calculated by using the standardization conditions and
by fixing non-significant terms to 0. Calculated § and ¢ values for the extended model
are given in Table (8). 0;,8,, and 03 correspond to the comparative weights of the devia-
tion from previous day, deviation from previous month, and deviation from the long-term
target level in the estimation function respectively. As it can be seen in the table, in the
second and third sub-sample periods, only the long-term exchange rate variables are sig-
nificant (i.e. 63 = 1). In the final period, only significant coefficient is d,. However, the
signs of and sizes of the coefficients change depending on the estimation period. The pos-
itive weight of the 5-year moving average term transforms to negative in the second and
third periods. In these two periods, the 3-year moving average term has a positive effect
with a larger size compared to the weight of the 5-year moving average term implying
that the 3-year moving average term has a more decisive role in these periods while in the
first period this role has been divide into all terms.

Comparisons based on the Pseudo-R? values indicate that the explanatory power of the
model changes over time. It has to be noted that the pseudo-R? of ordered probit regres-
sions is not directly comparable with the OLS R?. Therefore, even though the pseudo-R?
values reported in Table (6) are smaller than the R? values from the conventional regres-
sions, it does not necessarily imply that their explanatory power is smaller. Veall and

Zimmermann (1996) show that Pseudo-R? values of the probit models are smaller than
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the OLS R?. The Pseudo-R? reported for the probit model regressions actually correspond
to a very high explanatory power for the full sample and two of the sub-samples. Accord-
ing to the R? values, the extended model has the smallest explanatory power in the last
period as expected and due to the developments in this period noted above. The explana-
tory power of the model in the second period comparatively weaker than it is in the first
and third periods, probably based on the risks brought by the global financial crisis.
Therefore, the probit model regression results for the extended model provide evi-
dence for the economically significant influence of the international reserve accumulation
behavior of the CBRT until mid-2013 whereas the regression results for the 05/08/2011-
19/06/2013 period raise questions on the presumption that an emerging market economy

has a continuous tendency to accumulate reserves.

6.3. Noise-to-signal analysis

The implications of the sub-sample probit regressions can further be analyzed with a
noise-to-signal analysis (Ito and Yabu, 2007) in order to see how well the model performs
in predicting future interventions. Using the probability of an intervention that is calcu-
lated after each probit regression, one can calculate early warnings (i.e. intervention/no-
intervention days correctly predicted by the model) or false alarms (i.e. intervention/no-
intervention days incorrectly signaled by the model) with the noise-to-signal ratio method-
ology introduced by Kaminsky and Reinhart (1999). The smaller a noise-to-signal ratio,
the better a model performs in signaling future interventions. A description of the noise-
to-signal ratio calculation and a breakdown of the results are given in Appendix (8).
Noise-to-signal ratios of both model for all sub-sample periods and a comparison of
the models are reported in Table (9). In the first two sub-sample periods in which there
are both USD purchases and sales, the noise-to-signal ratios from the extended model
are smaller for the interventions by sales. This is an unexpected result since our initial
assumption is that the model would better explain/predict USD purchases. However, in
the breakdown of the results in Table (18), we see that the performance in the USD sales
is due to the prediction of days without interventions rather than days with interventions.
The number of days with USD sales is 4 in the first period and 20 in the second period
while the numbers are 289 and 515 for the USD purchases for the respective periods.
Therefore, the model safely assumes that there will not be USD sales in the future and we
have lower noise-to-signal ratios for these two periods. Nevertheless, it has to be noted
that when the number of days with USD sales increases in the third period, the perfor-
mance of the model is still good and in the last period, it deteriorates; but the changes in
the performance should not be taken as a direct evidence against the extended model with

USD sales because as we argued earlier, we do not expect a very significant performance
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in the last period.

Comparisons of the extended model to the model only with exchange rates give little
intuition about the relative performances of the models. According to the full sample
comparisons, the extended model performs 5% better than the model only with exchange
rates for USD purchases and 18% better for the USD sales interventions. At the sub-
sample level, a direct comparison of the model performances is not possible since the
number of structural break points is different. As a short-cut for comparison, if the we
take the second and third period of the FX model as one period and average the noise-
to-signal ratios, we see that during this time period, the extended model performs 20%
better than the model only with exchange rates for USD purchases and 51% better for
the USD sales interventions. In the last two periods during which there have been only
USD sale interventions, extended model performs comparatively worse. However, these
comparisons are blurred by the different segmentation of the sample.

The noise-to-signal analysis justifies our conclusions from the previous section and
provides new insights. Even though the model is assumed to give better results for USD
purchases based on the empirical evidence on emerging markets reserve accumulation
behavior, the performance of the model for USD sales indicate that the extended model
can explain both sides of the interventions. The performance of the model in the USD
sales is driven by the low values of noise in the calculations which might be due to the

small number of interventions by USD sales.

7. Robustness Checks

The robustness of the probit model regressions are checked by changing the specification
of the exchange rate target, adding the exchange rate volatility in the regressions as a
possible factor that would motivate the CBRT for interventions, and including interest
rate differentials and macroeconomic news as deviations from the RW assumption for the
exchange rate models.

The probit regressions results for the extended model given in Section (6) uses a fixed
specification of exchange rate target that is previously used by Ito and Yabu (2007). Even
though this specification covers a wide range of possibilities, the actual target may not
include some of the short or long-term target elements. In order to test the robustness
of the results for the reserve-to-GDP ratio, probit regressions are carried out by dropping
each exchange rate target variable, and short-term and long-term components of the tar-
get separately. The columns (1)-(7) of the Tables (10)-(14) report the regression results
for the full sample and sub-sample periods. The reserve-to-GDP ratio coefficient has the

expected sign in all exchange rate target and sample specifications. The coefficient is sig-
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nificant in all specifications for the full sample and the second sub-sample period. In the
third period, the coefficient loses its significance only when the long-term target compo-
nent is dropped. The significance of the coefficient is not robust to different specifications
of the target exchange rate; however, as it is reported in Table (6), in this period, all ex-
change rate target coefficients expect the deviation from the previous day are significant.
Finally, the coefficient is not significant in the fourth sub-sample period regressions as
expected.

The volatility of exchange rate has been note as one of the important motivations
for currency interventions. In order to test the robustness of the results, the daily realized
volatility of the USD/TRY exchange rate has been calculated as the square of the exchange
rate returns. The volatility variable is included in the regressions and in another set of
regressions, the first lag of the variable is also added to see the impact of the previous
day volatility in the intervention behavior. The coefficient of the volatility variable is
denoted by 7 ; in the regressions. The columns (8) and (9) of the Tables (10)-(14) report
the regression results. The reserve-to-GDP ratio coefficient has the expected the sign and
significant for both model specifications and in all sample specifications expect the fourth
sub-sample period. In the last sub-sample period, the coefficient has the correct sign but
insignificant as expected.

The fundamental models of exchange rates assume that inflation rate, money supply,
and interest rate differentials decide the exchange rate levels. In order to test the robust-
ness of the results based on the fundamental models at the daily level, only the interest
rate differential is included in the regressions due to data availability and two different
interest rate variables are calculated. The first variable is calculated by taking the differ-
ence of the overnight interest rates on deposits in Turkey and US. The second variable
is calculated by taking the difference of the 3-month interest rate on deposits in Turkey
and the US 3-month Treasury bill rate. The coefficients of the variable are denoted as
Yoverni aht and ¥, respectively. The variables are included in the regressions separately.
The columns (10) and (11) of the Tables (10)-(14) report the regression results with the
interest rate variables. The reserve-to-GDP ratio coefficient loses its significant only in
the third period and with inclusion of the overnight interest rate differential variable.

The macroeconomic data announcements in Turkey and the US are included in the
regressions to see if the CBRT indeed reacts to some domestic or foreign macroeconomic
developments that might be picked up by the reserve-to-GDP ratio variable. The new
variables are two dummy variables that take a value of 1 if there is a macroeconomic
data announcement on a specific date or 0 otherwise. Economic calendar data for the US
GDP, consumer price index, and unemployment data are retrieved from the US Bureau

of Economic Analysis and Bureau of Labor Statistics. For Turkey, the calendar data for
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the same macroeconomic indicators are retrieved from the Turkish Statistical Institute. In
the US macroeconomic news variable, FED policy rate change dates are also included
considering the impact of these decisions on small economics but the policy rate data are
not included for Turkey based on the literature arguing that interventions might signal
policy rate changes (Kaminsky and Lewis, 1996), and interventions and policy rate are
complementary tools (Ghosh et al., 2016). The news variable coefficients for Turkey and
the US are denoted as Y7 gy news AN ¥ gnes T€SPEctively. The column (12) of the Tables
(10)-(14) reports the regression results with the news variables. The sign and significance
of the reserve variable is robust to the inclusion of the news variables in the full sample
and the first three sub-sample specifications.

The final columns of the Tables (10)-(14) include regression results for a big model
that includes all robustness check variables excepts the overnight interest rate differential
that does not turn out to be significant in other specifications. The results are robust to
this specification in the full sample and the first two sub-sample periods. In the third
sub-sample period specification, the coefficient loses its significance.

To our best knowledge, there has not been an attempt in the literature to identify the
reserve accumulation behavior of the central banks at the daily frequency. Therefore, the
validity of the forecasts generated by the MIDAS with leads might be a concern. It can
be argued that the policy makers assess the sufficiency of their foreign exchange reserves
based on the end of period forecasts that rely on already available metrics. In order to
isolate this concern, a forecast series that assume the end of period reserves-to-GDP ratio
is calculated by using the already available GDP and foreign exchange reserves data. For
Turkey, the reserves data is publicly available at the weekly frequency, so the forecast for
the end of period ratio is updated every week and uses the GDP data from the previous
period.

The weekly updated forecast series, the MIDAS forecasts, and the real values for the
end of period reserve-to-GDP ratios are plotted in Figure (13). As it can be seen on the
graph, there are differences between series over time and the relative performance is of
the forecast series cannot be visually assessed for some periods. For the series plotted in
the graph, the RMSFE of the MIDAS series is 0.0269 while the RMSFE of the weekly
updated series is 0.0317; thereby, the MIDAS forecasts have a 15% better performance
than the weekly updated series.

Similar to the series generated by the MIDAS with leads, the weekly updated forecasts
are tested to see whether they prompt central banks to intervene in the currency markets.
The structural break tests with the forecasts variable reports there are 5 structural breaks in
the policy reaction function. The ordered probit regression results for the full sample and

6 sub-sample periods are reported in Table (15). The sign of the weekly updated variable
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coefficient is expected to have a negative sign since a low (high) level of expected end
of period reserve-to-GDP ratio would prompt the CBRT to buy (sell) foreign exchange
reserves. Even though the variable coefficient has the correct sign and significant in the
full sample specification, the sign is positive in the sub-sample specifications and the co-
efficient loses its significance. We think the difference between the MIDAS series and
the weekly updated series comes from first, because of the difference in the forecast per-
formances, and second, because the variable specified with the MIDAS model is able to
capture a component that is more intuitive for the current reserve accumulation behav-
ior. Furthermore, the MIDAS specification that is employed in this study already uses the
already available quarterly data.

Therefore, the robustness checks show that the results for the extended model are
robust in the full sample and the second sub-sample period for all model specifications
considered. The robustness in the second sub-sample period is an expected results based
on the announcements of the CBRT on currency accumulations in this period. The first
sub-sample period regression results are sensitive to the target exchange rate level specifi-
cations due to the significance of these variables in this period. The currency accumulation
announcements in this period are close to the beginning of the second sub-sample period
and we think this might be the reason why the model is not able to show the significance
of the variable in a robust way. In the third sub-sample period, the significance of the
variable is sensitive to the inclusion of the long-term exchange rate target that is shown to
be significant in this period. Additionally, it is shown that a naive approach to the end of
period reserve-to-GDP ratio fails to deliver a better forecast performance than the MIDAS

forecasts and it is not significant in the sub-sample ordered probit regressions.

8. Conclusions

This study extends a model of infrequent interventions to include reserve accumulation
motivation in emerging markets. The model implies that policymakers react to short
and long-term movements in the currency markets while often at the same time aim at
achieving an optimal level of reserve-to-GDP ratio that would insure themselves against
sudden-stops in capital flows. Implications of the model are tested by the CBRT currency
intervention data during the floating exchange rate regime period.

The model requires the use of the reserve-to-GDP ratio, which is not available at a
daily frequency. A daily series of reserve-to-GDP ratio is generated using the MIDAS
methodology with leads. Forecasts generated by this method are shown to perform better
than the benchmark model.

The policy function is tested for structural breaks due to the events that might have po-
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tentially caused changes in the CBRT intervention policy during the sample period. There
are three structural break points found that divide the dataset into four sub-sample peri-
ods. Ordered probit regression results show that the reserve variable is significant in the
full sample and in the first three sub-sample periods covering the floating exchange rate
regime period until 20 June 2013. After this date, only the momentum variable is found
to be significant. In the noise-to-signal ratio analysis, the performance of the extended
model in estimating the USD sales might be due to the low frequency of interventions
by sales. A set of robustness checks show that the sign of the variable coefficient is ro-
bust to different model specifications and the significance of the coefficient is only in the
full sample and the second sub-sample period in which the motivation of the CBRT for
reserve accumulation is explicit.

Further research on the model might include application of the model to other emerg-
ing market economies that intervene on currency markets and are motivated to accumulate
international reserves. Another research path might focus on improving the daily forecast
performances that would potentially give better estimates for the reserve variable in the
model. The model presented in the study assumes that currency interventions influence
both the reserve levels and exchange rates on the contrary of the limited empirical evi-
dence that show depending on the intervention strategy, interventions that aim to accu-
mulate reserves may not influence exchange rates. The model can be modified to identify
these strategies and check the reaction functions separately. It can also be extended to
include other motivations such as exchange rate volatility. Finally, the normalization of
the optimal reserve level can be dropped and a dynamic model can be studied in which
optimal level of reserves can be modified quarterly based on new macroeconomic data. If
one can see the movements in the optimal reserve-to-GDP level, this research would also
be illuminating to see the reasons behind the high performance of the extended model in

estimating the USD sales.
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Tables

Table 1: MIDAS forecast performances

Horizon Lag
81 w95 . 132

1 0.658 .. 0576 .. 0.588
2 0.675 .. 0571 .. 0.582
3 0.667 .. 0557 .. 0.560
4 0.636 .. 0536 .. 0.550
5 0.633 ... 0534 .. 0545
61 0.688 ... 0.684 .. 0.629
62 0.679 .. 0.699 .. 0.649
63 0.731 .. 0747 .. 0.672
64 0.738 .. 0777 .. 0.705
65 0.789 .. 0.822 .. 0.723
Mean 0.614 .. 0.600 .. 0.625

Root mean squared error (RMSFE) values of the MIDAS with leads forecasts of the quarterly
reserve-to-GDP ratios. Horizon refers to the daily distance from the end of the quarter at the time
when the forecast is made. Lag refers to the to the total number of daily data used in the current
and previous quarters. There are either 64 or 65 working days in a given quarter in the dataset,
thus a quarter is assumed to have 65 working days to account for the longest possible quarters. The
values in the table are the ratios of the forecasts to the RMSFE of the benchmark model, AR(1)
model with a constant. The value in bold refers to the minimum value averaged over all horizons
and the corresponding lag value, 95, is used in the calculation of the daily reserve-to-GDP variable.
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Table 2: Structural break test with unknown number of breaks, the conventional extended model

SupF,(1) SupF;(2) SupF;(3) SupF,(4) SupF(5)
518.08*** 82899.02*** 231921.04*** 249005.76***  8605.78"**
SupE, (2] SupF([2)  SupR(43)  SupF(5]4)

11972.00*** 2042.20%** 71.50*** 13.00**

UDMax WDMax(5%) WDMax(10%)

249005.76*** 249005.76 249005.76

Number of Breaks Selected

Sequential procedure 3
LwZz 4
BIC 5

Bai and Perron (2003a) (BP) structural break test with an unknown number of breaks for the
conventional reaction function with the reserve ratio variable, the conventional extended model.
Results from the sequential procedure are used in the subsequent calculations. In case of this
model, the sequential procedure gives 2 structural breaks at the 10, 5, and 2.5, and 1% significance
levels. * p < 0.10, ** p < 0.05, ** p < 0.01

Table 3: Structural break test with unknown number of breaks, the conventional model

SupF;(1) SupF;(2) SupF;(3) SupF;(4) SupF:(5)
644923+ 5045896.84***  -523503.06 -3108675.99  2231104.06***
SupF;(2[1) SupF;(3[2) SupF;(4(3) SupF;(5[4)

5100.07** 1463.33*** 95.72%* 98.96***

UDMax WDMax(5%) WDMax(10%)

5045896.84** 5045896.84  5045896.84

Number of Breaks Selected

Sequential procedure 4
LWZ 4
BIC 5

Bai and Perron (2003a) (BP) structural break test with unknown number of breaks for the conven-
tional reaction function only with the exchange rate deviation variables, the conventional model.
Results from the sequential procedure are used in the subsequent calculations. In case of this
model, the sequential procedure gives 4 structural breaks at the 10, 5, 2.5% and 1% significance
levels. * p < 0.10, ** p < 0.05, ™* p < 0.01
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Table 4: OLS regressions, the conventional extended model

Full Sample 31/01/06- 25/09/07- 05/08/11- 20/06/13-
24/09/07  03/08/11  19/06/13  30/09/15

o -0.58 0.52 0.14 0.22 0.55
(-0.78) (0.36) (0.15) (0.08) (0.50)
() -0.11 0.73** 0.38 1.25* -0.59*
(-0.60) (3.44) (1.33) (1.84) (-1.67)
03 0.22 -1.26™* 0.63** -3.16 -0.55
(0.96) (-2.41) (2.19) (-2.18) (-0.84)
P4 -0.24 2917 -6.13"* -6.13*** 1.10
(-0.79) (2.84) (-6.19) (-2.75) (1.33)
O -0.15 -4.54*** 4.30"** 4.07 -0.70

(-0.61) (-3.94) (5.18) (1.49) (-1.27)

b -2.00°** 196" 1237 2,67 0.12
(-8.78) (229)  (236)  (2.89)  (-0.26)

& 0.82** 0.62"** 0.55™** 0.43** 0.35"*
(56.34) (9.69) (13.29) (5.01) (4.28)

(0% 0.93** 1.08"* 0.83*** 1.12%* -0.51*

(8.83) (2.85) (3.67) (2.95) (-2.08)
N 2522 429 1009 489 595
R? 0.89 0.78 0.70 0.73 0.15

Classical OLS regression results for the conventional reaction function with the reserve variable,
the conventional extended model, given in Equation (17):

Int, =0+ @1 (51-1 —51—2) + G2 (si—1 —Si—21) + $3 (5,1 — s:MH)

+ Gals—1 — M) + 05 (51 — M) + R 1 (A1) + @71 Inty 1 + vy
t statistics in parentheses * p < 0.10, ** p < 0.05, *** p < 0.01
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Table 5: OLS regressions, the conventional model

Full Sample 31/01/06- 30/09/08- 04/08/09- 25/07/11- 20/06/13-
29/08/07  03/08/09  22/07/11  19/06/13  30/09/15

(o -0.73 -0.65 0.81 -0.074 -0.61 0.57
(-0.94) (-0.48) (0.74) (-0.05) (-0.22) (0.52)

(153 -0.21 0.64*** -0.26 -0.85* 1.32* -0.58*
(-1.12) (2.96) (-0.84) (-1.75) (1.93) (-1.67)
03 -0.11 -1.07** 1.00%** 0.82* -6.47* -0.62
(-0.47) (-1.97) (3.01) (1.67) (-4.86) (-1.18)
04 0.94*** 1.62* 5.43%** 2.42%* -11.2%** 1.17
(3.46) (195)  (278)  (2.02) (515  (1.54)
o5 -1.24*** =311 -7.88*** -1.99** 11.3%** -0.76
(-5.24) (-3.53) (-4.05) (-2.05) (4.96) (-1.53)
(03

o7 0.90*** 0.68"** 0.45* 0.20"** 047 0.35"*
(92.39) (10.87) (6.56) (2.84) (6.06) (4.29)

0 0.019*** 0.23*** 0.069* 0.76*** 0.025* -0.58***

(3.11) (4.62) (1.80) (10.67) (2.31) (-7.05)
N 2522 412 503 514 498 595
R? 0.89 0.80 0.81 0.060 0.71 0.15

Classical OLS regression results for the conventional reaction function only with the exchange
rate deviation variables, the conventional model, given as follows:

Int, =0+ @1 (51-1 —51—2) + G2 (si—1 —Si—21) + $3 (5,1 — s:MH)

+ Oa(si—1 — ") + 5 (511 — M) + @alInt, 1 + v
t statistics in parentheses * p < 0.10, ** p < 0.05, *** p < 0.01
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Table 6: Probit regressions, the extended model

Full Sample 31/01/06- 25/09/07- 05/08/11- 20/06/13-
24/09/07  03/08/11  19/06/13  30/09/15

¥ 2.63 124 0.21 -0.73 7.73
(-0.61) (1.13) (0.04) (-0.05) (0.62)
% -0.37 12.3%%* 1.36 5.95 -6.27*
(-0.33) (2.85) (0.86) (1.27) (-1.80)
A 0.66 D57 2.70 -11.7 -2.85
(0.38) (-3.21) (1.42) (-0.76) (-0.50)
Y 0.50 41.0%** 25.8%%%  _151.8%* 7.93
(0.22) (3.36) (-4.40) (-3.37) (1.15)
v -2.96 -53.3%%* 18.0%** 131.4%+* -4.87
(-1.41) (-3.96) (3.34) (3.07) (-1.07)
% 12,54 -15.5 -6.55** -11.3* 311
(-9.73) (-2.06) (-2.04) (-2.10) (-0.66)
v 2,67+ 1.74%%* 1.82%** 1.05%** 1.45%%*
(34.21) (7.21) (13.69) (3.63) (5.98)
U 7 4T S12.8%FF 5,08 _8 g4k -1.49
(-12.59) (-3.90) (-4.33) (-3.95) (-0.63)
T -3.94%%* -5.61* 2.20
(-6.92) (-1.76) (-1.62)
N 2522 430 1008 489 595
Pseudo R2 0.76 0.74 0.59 0.73 0.19

Regression results for the extended probit model with the reserve ratio variable, the extended
model, which is given by the Equations (15) and (16):

=1 if yf <
IInt; = 0 if Wy <y <y
Lo pp <yp

where y; = X; 7+ & and

Xy ="(si—1—52) + (51 —s-21) + B3(si_1 — s}

+ W (si—1 = M) + v (51 = M) + YoRi—1 (A1) + yolnt,_y.
t statistics in parentheses * p < 0.10, ** p < 0.05, *** p < 0.01
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Table 7: Probit regressions, the Ito & Yabu model

Full Sample 31/01/06- 30/09/08- 04/08/09- 25/07/11- 20/06/13-
29/08/07  03/08/09  22/07/11  19/06/13  30/09/15

Y -4.20 -0.61 6.45 0.95 -3.03 7.83
(-0.98) (-0.07) (0.93) (0.08) (-0.19) (0.63)

% -1.34 11.8% 235 -6.28" 5.46 -6.20"
(-1.22) (2.29) 101  (-1.77) (1.26) (-1.78)
v -0.20 21.9% 516 7.23 7.5 4.14
(-0.12) (-2.48) (2.02) (1.50) (-234)  (-0.86)
v 6.99*** 287 57.6"* 19.8%  -158.3* 947
(3.58) (2.29) (2.66) (2.00) (-5.31) (1.52)
v 9.155F 41297 7150 18.0F 14747 631
(-5.07) (-3.00)  (-327)  (-1.90) (5.44) (-1.63)
%
v 2.94% 1.97 1577 0.88** L1345
(40.85) (7.61) (7.39) (3.77) (3.90) (5.98)
1 1720 575 D D5 400" 0.078
(-26.00) (-4.66)  (-6.85) (-9.23) (0.34)
1> 1,54 0.80°* 291"  0.86"
(26.40) (2.88) (5.52) (-3.45)
N 2522 412 503 514 498 595
Pseudo R? 0.74 0.75 0.73 0.082 0.73 0.18

Regression results for the probit model only with the exchange rate deviation variables, the Ito &
Yabu model, which is given as

=1 if yf <
IInt; = 0 if Wy <y <y
Lo pp <yp

where y; = X; 7+ & and
Xy =Yi(s—1 — s1—2) + (521 — se-21) + B3 (s-1 — 5;2)
+ ’)/4(S,_] — S,Sﬁ/IlA) + ’}’5(5,_] — S,S%A) +ylint_.

t statistics in parentheses * p < 0.10, ** p < 0.05, *** p < 0.01
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Table 8: Probit regressions, extended model coefficients

Full Sample 31/01/06- 25/09/07- 05/08/11- 20/06/13-
24/09/07  03/08/11  19/06/13  30/09/15

61 0.000 0.000 0.000 0.000 0.000
6, 0.000 -0.479 0.000 0.000 1.000
63 0.000 1.479 1.000 1.000 0.000
c; 0.000 0.676 0.000 0.000 0.000
¢z 0.000 -1.079 3.308 7.441 0.000
¢z 0.000 1.403 -2.308 -6.441 0.000

Results for the 8 and ¢ coefficient calculations for the extended probit model with the reserve ratio
variable, the extended model. The calculations are made by using the estimated results in Table (7)
and formulas given in the text: & = ¥ /(XL %) & = 1/(5L; %). 8 = (55 7)/ (Tt %)-
¢j ="/ (X259 for j = 1,2,3. In the calculations, the coefficients that are not significant are
taken as 0. A value of 1 for the §; terms imply that all of the weight is on that specific variable i.

Table 9: Noise-to-signal ratios and relative performances

extended model the Ito & Yabu model
Purchase Sale Purchase Sale
Full Sample 0.038 0.009 Full Sample 0.039 0.011

31/01/06-24/09/07  0.043 0.003  31/01/06-29/08/07 0.050 0.005
30/09/07-03/08/09  0.064 0.002
25/09/07-03/08/11  0.169 0.001 04/08/09-22/07/11 0.358
05/08/11-19/06/13 0.019 25/07/11-19/06/13 0.016
20/06/13-30/09/15 0.300 20/06/13-30/09/15 0.252

Noise-to-signal ratios and comparative performances of the models with, extended model, and
without, the Ito & Yabu, the reserve ratio variable for the full sample and the five sub-sample
periods. The noise-to-signal ratios for the USD purchase and sales interventions are calculated as
described in Appendix (8). Lower values of the noise-to-signal ratio indicate better performances.
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Table 10: Robustness checks, the full sample period

Y] 2) 3) (€] ) (©) @] (©)] ) (10) (11) (12) (13)
% 2.92 262 2.64 275 2.87 2.54 2,06 252 235 2.79 -1.34
(-0.70) (0.61)  (-0.61)  (-0.63)  (-0.66)  (-0.59)  (-048)  (-0.58)  (-0.54)  (-0.65)  (-031)
% 051 0.20 -0.40 043 -1.02 0.52 0.44 -0.28 0.30 037 -0.086
(-0.46) (-020)  (-035  (-0.38)  (-1.02)  (-046)  (-0.38)  (-024)  (-025) (-032)  (-0.07)
% 0.65 0.40 0.35 0.84 121 0.64 0.66 0.65 0.42 0.66 0.45
038)  (026)  (0.23) 0.56)  (0.73) 037) (038  (037)  (023)  (038)  (0.25)
Y% 0.52 0.85 0.70 0.89 2,60 043 0.48 031 -1.02 0.49 -1.00
023) (039 (032 (045) (-3.01) 0.19)  (021)  (-0.13)  (-043)  (022)  (-0.43)
% 2.9 326 3.12 302 2564 291 295 245 -1.90 297 -1.93
(-142)  (-1.58)  (-1.51)  (-1.53)  (-3.18) (139)  (-141)  (-L18)  (-0.92)  (-141)  (-0.93)
% S1250 123 1255 125 J12.6%F S133% L1345 L1250 L2550 L[2.57 L[2.5% (25 ]2.50
(-973)  (-976)  (-987)  (-9.72)  (-10.12) (-1048) (-1048) (9.72)  (:972) (977 (974  (9.73)  (-9.76)
v 266 267 2.66™F 267 267 2687 2757 2677 2677 2667 2657 267 265
(34.23)  (3441)  (3447) (3422) (3428) (3475 (36.16)  (34.19) (34.16)  (34.06) (33.92) (34.22)  (33.93)
Yo 748 84.5 19.5
0.55)  (0.60) (0.14)
¥, (Lag) -49.7 -120.9
(-0.35) (-0.86)
YVovernight 0.021
(1.31)
Y 0.029** 0.031**
(2.09) @.17)
YRy News 0.073 0.075
0.64)  (0.67)
Y0sNews 0.092 0.097
0.89)  (0.96)
m STAQUE TAOMT CTA9T TAGTT 752 U786 LT84t LTA6MT JTA6M S730Mt 1210 7460t 7180
(-1259)  (-12.66) (-1274)  (-12.58) (-13.11) (-1332) (-1327) (-12.58) (-1258) (-12.02) (-11.83) (-12.56) (-11.79)
I 3967 38TF 3967 3937 3907 4327 433 3937F 303 3767 -3.65°°  -3.007° 362
(-6.93)  (-691)  (-7.05)  (-6.92)  (-730)  (-771)  (-7173)  (-6.90)  (-691)  (-644)  (-623)  (-6.88)  (-6.18)
N 2522 2541 2542 2522 2522 2522 2522 2522 2522 2522 2522 2522 2522
PseudoR?2  0.76 0.75 0.75 0.76 0.76 0.75 0.75 0.76 0.76 0.76 0.76 0.76 0.76

Robustness checks for the extended probit model with the reserve ratio variable, the extended model, for the full sample period. Models (1)-(7) test the
robustness of the reserve-to-GDP ratio variable to different exchange rate target specifications by dropping the exchange rate variables from the model
one-by-one and and as short-term and long-term targets. Models (8) and (9) test the robustness of the variable against the inclusion of the exchange rate
volatility, which is calculated as the square of the exchange rate returns, and the first lag of the volatility variable. Models (10) and (11) test the robustness
of the variable against the inclusion of an interest rate variable that is first calculated as the difference between the overnight interest rates of Turkey and
the US, and then the difference between the 3-month ahead interest rate on deposits in Turkey and the 3-month T-bill rate in the US. Model (12) tests the
robustness of the variable against the inclusion of the macroeconomic data announcements for Turkey (GDP, inflation rate, unemployment rate) and the US
(GDP, inflation rate, unemployment rate, and changes in policy rate). Finally, Model (13) checks the robustness against the inclusion of all the employed
variables with a preference to the 3-month ahead interest rate difference.
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Table 11: Robustness checks, the first sub-sample period (31/01/06-24/09/07)

Y] 2) 3) (€] ) (©) @] (©)] ) (10) (11) (12) (13)
% 14.8 10.8 6.00 232 -3.09 12.2 17.4 9.03 15.7 12.8 20.6*
(1.32) 093) (057  (022)  (-034)  (1.14) (144  (092)  (140)  (1.16)  (1.70)
% 12.9%* 0.047 1.78 074 396 1237 1237 875 143 247 1405
@.91) 0.02)  (090)  (042) (277  (286)  (292) (185  (280) (279  (2.75)
% 2527 5.0 1285 874 920" 2585 2350 15 L2905 06.2%
(-3.23)  (-274)  (-2.60) (-1.65)  (-1.72) (3.04) (299 (279 (3.22)  (3.17)  (-2.94)
Y% 39.0 277 2307 134 9.29%% 4135 38T 5397 3720 4210 3567
(339 (313 (30l (256 (-2.77) (327) (318) (334  (280)  (337)  (2.64)
% 5506 3897 3407 2850 12,50 5367 5050 6550 J50.4%% L5450 489
(-4.05)  (-401)  (-4.14)  (4.12)  (-3.65) (-387)  (-3.83)  (-3.92)  (-3.52)  (-3.98)  (-3.40)
% -13.9* -10.7 2102 166" -3.61 1.42 422 -157% 145 -8 -1S0F -162%F -15.0%
-1.89)  (-1.59)  (-1.55)  (-229)  (-042)  (0.16)  (-076)  (2.10)  (-1.94)  (-2.19)  (-2.00)  (-2.14)  (-1.99)
7 1.80™*  1.99%* 200" 198 204 228 2099 174%™ 176" 165 178" 174%™ 180"
(774)  (9.10)  (950)  (856)  (9.19)  (1048)  (1538)  (7.19)  (7.23)  (6.64)  (7.38)  (7.07)  (1.33)
Yo 492 1524 212.7
023)  (0.66) 0.87)
¥, (Lag) -570.1% -627.5*
(-1.91) (-1.95)
YVovernight -0.22
(-1.60)
Vi 0.084 0.077
0.97) (0.83)
YRy News 0.12 0.13
(-039)  (-0.42)
Y0sNews 0.50*** 049"
(269 (247
m SILO 998" 949% 114 622* -3.70 A433F 0 S12.8% S122%% 159" 118 C130M 117
(-3.84)  (-330)  (-329)  (-358)  (-1.65)  (-094)  (-1.89)  (-3.89)  (-3.83)  (:3.68) (-3.34)  (3.97)  (-3.29)
I 491 359 343 6447 115 0.99 0.46 568 530" 9.14¢ 437 588" 451
(-1.58)  (-129)  (-125)  (-210)  (-031)  (026)  (-020) (-1.80)  (-1.67)  (-2.11)  (-121)  (-1.84)  (-1.22)
N 430 449 450 430 430 430 430 430 430 430 430 430 430
PseudoR?2  0.73 0.72 0.71 0.72 0.71 0.70 0.65 0.74 0.74 0.74 0.74 0.74 0.74

Robustness checks for the extended probit model with the reserve ratio variable, the extended model, for the first sub-sample period. Models (1)-(7) test
the robustness of the reserve-to-GDP ratio variable to different exchange rate target specifications by dropping the exchange rate variables from the model
one-by-one and and as short-term and long-term targets. Models (8) and (9) test the robustness of the variable against the inclusion of the exchange rate
volatility, which is calculated as the square of the exchange rate returns, and the first lag of the volatility variable. Models (10) and (11) test the robustness
of the variable against the inclusion of an interest rate variable that is first calculated as the difference between the overnight interest rates of Turkey and
the US, and then the difference between the 3-month ahead interest rate on deposits in Turkey and the 3-month T-bill rate in the US. Model (12) tests the
robustness of the variable against the inclusion of the macroeconomic data announcements for Turkey (GDP, inflation rate, unemployment rate) and the US
(GDP, inflation rate, unemployment rate, and changes in policy rate). Finally, Model (13) checks the robustness against the inclusion of all the employed
variables with a preference to the 3-month ahead interest rate difference.
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Table 12: Robustness checks, the second sub-sample period (25/09/07-03/08/11)

Y] 2) 3) ) 5) (6) ) ®) © (10) (11) (12) (13)
% 1.15 0.26 -0.51 035 -0.71 -0.024 0.40 0.55 0.36 -0.63 -0.74
(0.23) 0.05)  (-0.10)  (-0.07)  (-0.14)  (-0.00)  (0.07) (0.10) 0.07) (-0.12) (-0.14)
% 137 1.96 0.19 0.30 0.20 1.58 1.68 1.28 1.63 1.45 1.80
0.91) (1.33) 0.12) (0.19) (0.14) (0.95) (0.98) (0.82) (1.03) (0.92) (1.05)
% 2.70 3.28* 331* 1.87 2.87 2.71 274 3.69* 3.85%* 2.69 3.87
(1.42) (1.89) 1.91) (0.89) (1.35) (1.43) (1.44) (1.96) (2.01) (1.41) (2.01)
% 2589 435 408 )5 -5.85%* 2537 25,0 -6.47 -8.95 -26.0°* -8.71
(-4.42)  (-4.13)  (-4.18)  (-4.23) (-3.91) (-421)  (-4.16) (-0.74) (-1.01) (-4.38) (-0.98)
v 1799 165 164" 182"  .423% 174 17.2% -1.21 112 18.0%* 0.82
(3.35) (3.09) (3.12) (333) (:3.22) (3.18) (3.13) (-0.15) (0.13) (3.32) (0.10)
% -6.55  -6.68"F  -6.68"F  -627°  -142"* 116" -19.9%F 6727 676" 9427 9237 652" 930
(-204)  (-208)  (-208)  (-192)  (-470)  (-3.66)  (-745) (2060  (-2.07) (-2.76) (-2.71) (-2.03) (-2.71)
v 1,829 183 1.84% 184 1977 191 2129 181 181%™ 1,774+ 1,78+ 1.81%* 1,77+
(13.74)  (13.89)  (14.02)  (13.92)  (1549) (1476) (17.39)  (13.64) (13.62)  (13.08) (13.12)  (13.61)  (13.02)
Y -89.9 -88.2 -29.9
(-0.67)  (-0.65) (-0.22)
Yoot (Lag) 518 7.97
(-0.35) (0.05)
YVovernight -0.086"*
(-2.80)
Vi -0.065* -0.066"*
(-2.59) (-2.60)
YRy News 0.19 0.19
(1.01) 0.97)
YrsNews 0.18 0.21
(1.05) (1.19)
w S5.98F 601 601 5907 8.82FF 7.82FF L11.2%F 607 6,097 7.95%%F 775 5040 7 764
(-433)  (-436)  (-436) (-422)  (-656)  (-5.63)  (-901) (-431) (-4.32) (-5.01) (-4.94) (-4.30) (-4.93)
1 220 224" 224 206 5197 416 -1.627 228 2307 4067 3877 215 3.88%
(-1.62)  (-1.65)  (-1.65)  (-1.50)  (-3.98)  (-3.06)  (-6.48)  (-1.64)  (-1.66) (-2.62) (-2.53) (-1.58) (-2.52)
N 1008 1008 1008 1008 1008 1008 1008 1008 1008 1008 1008 1008 1008
Pseudo R? 0.59 0.59 0.59 0.59 0.58 0.59 0.57 0.59 0.59 0.60 0.60 0.60 0.60

Robustness checks for the extended probit model with the reserve ratio variable, the extended model, for the second sub-sample period. Models (1)-(7) test
the robustness of the reserve-to-GDP ratio variable to different exchange rate target specifications by dropping the exchange rate variables from the model
one-by-one and and as short-term and long-term targets. Models (8) and (9) test the robustness of the variable against the inclusion of the exchange rate
volatility, which is calculated as the square of the exchange rate returns, and the first lag of the volatility variable. Models (10) and (11) test the robustness
of the variable against the inclusion of an interest rate variable that is first calculated as the difference between the overnight interest rates of Turkey and
the US, and then the difference between the 3-month ahead interest rate on deposits in Turkey and the 3-month T-bill rate in the US. Model (12) tests the
robustness of the variable against the inclusion of the macroeconomic data announcements for Turkey (GDP, inflation rate, unemployment rate) and the US
(GDP, inflation rate, unemployment rate, and changes in policy rate). Finally, Model (13) checks the robustness against the inclusion of all the employed
variables with a preference to the 3-month ahead interest rate difference.
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Table 13: Robustness checks, the third sub-sample period (05/08/11-19/06/13)

QY] 2) 3) (€] ) (6) @] (8) ) (10) (11) (12) (13)
v 0.24 -1.44 -1.53 127 -14.8 0.37 10.8 -1.31 142 -0.38 10.3
(-0.01) (-0.09)  (-0.09)  (-0.08)  (-0.81) (0.02) (0.66) (-0.08) (-0.09) (-0.02) (0.64)
% 594 4.13 6.59 591 621 6.33 5.85 5.24 5.64 6.43 5.67
(1.27) (1.12) (153)  (1.40)  (-1.52) (1.30) (1.23) (1.18) (1.24) (1.38) (1.20)
% -11.8 0.47 0.44 -11.4 833 -12.4 -12.1 -4.90 -4.00 -14.0 207
(-0.77) (0.04) (0.04) (-0.84)  (-0.72) (-0.80) -0.77) (-0.32) (-0.23) (-0.93) (-0.12)
% SISLT™ -168.6™*  -168.5"*  -181.3** 21,5 14867 -160.87*  -183.7°  -160.1"*  -154.77*  -184.1%
(-3.40) (-3.49) (-3.54) (-2.83) (-3.35) (-3.54) (-3.24) (-4.12) (-3.57) (-3.38) (-3.21)
% 13147 1428 14277 1542 -20.0™ 1284 140.8™*  157.0""  132.8"" 13527 543"
(3.09) @.11) (3.15) (2.50) (-2.55) (3.19) (3.04) (3.72) (2.79) 3.15) (2.78)
% 11.3% -10.8* S10.87 1327 16.57F <162 444 -11.9% -10.0* -8.14 9.93* -10.8* -8.03
(2.11) 1.97) (-1.98) (290) (375  (:3.92)  (-1.58)  (-2.17) 177 (-1.23) -1.72) (-2.09) (-1.33)
% 1.05%* NP NP 108 123 118" 270" 105 1.09%** 1.06%** 1,047+ 1,047+ 1.06%**
(3.66) (3.68) (3.72) (3.70) (432 @11  (1293)  (3.62) (3.65) (3.65) 3.61) (3.59) (3.58)
Y 578.1 488.7 499.9
(0.35) (0.28) (0.28)
¥, (Lag) 2552.5* 2618.1*
(-1.89) (-1.87)
Yovernight 0.100
(0.87)
Y 0.12 0.16
(0.67) (0.89)
YIRY News 0.10 0.033
(0.24) (0.08)
YsNews 034 -0.28
(-0.81) (-0.64)
w 8957 L896™*  -897T*  -103%* 917 928 379%™ 866™F 726 748 -8.80** -6.85"
(-3.96) (-3.78) (-3.78) (-546)  (-482)  (-5.12)  (-3.09)  (-3.96) (-3.56) (-2.10) (-2.11) (-3.99) (-1.84)
N 489 489 489 489 489 489 489 489 489 489 489 489 489
Pseudo R? 0.73 0.73 0.73 0.73 0.72 0.72 0.59 0.73 0.74 0.74 0.74 0.74 0.74

Robustness checks for the extended probit model with the reserve ratio variable, the extended model, for the third sub-sample period. Models (1)-(7) test
the robustness of the reserve-to-GDP ratio variable to different exchange rate target specifications by dropping the exchange rate variables from the model
one-by-one and and as short-term and long-term targets. Models (8) and (9) test the robustness of the variable against the inclusion of the exchange rate
volatility, which is calculated as the square of the exchange rate returns, and the first lag of the volatility variable. Models (10) and (11) test the robustness
of the variable against the inclusion of an interest rate variable that is first calculated as the difference between the overnight interest rates of Turkey and
the US, and then the difference between the 3-month ahead interest rate on deposits in Turkey and the 3-month T-bill rate in the US. Model (12) tests the
robustness of the variable against the inclusion of the macroeconomic data announcements for Turkey (GDP, inflation rate, unemployment rate) and the US
(GDP, inflation rate, unemployment rate, and changes in policy rate). Finally, Model (13) checks the robustness against the inclusion of all the employed

variables with a preference to the 3-month ahead interest rate difference.

t statistics in parentheses * p < 0.10, ** p < 0.05, *** p < 0.01
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Table 14: Robustness checks, the fourth sub-sample period (20/06/13-30/09/15)

QY] 2 3) “) ) (©6) ) ®) (O (10) (11) (12) (13)
¥ 4.66 7.67 7.76 7.52 8.29 751 971 7.02 6.65 771 8.66
(0.40) 0.62)  (0.64)  (0.61)  (0.67) (059  (0.64)  (0.56)  (0.52)  (0.63)  (0.58)
% -5.99* 688" -6.64"  -658* 515  -580°  -570  -8.12° 761"  -624"  -692*
(-1.78) -1.90)  (-193) (-1.93) (-157) (-1.65) (-1.64) (-1.95) (-1.82) (-1.83) (-1.71)
% 283 117 102 3.06 1.67 234 -1.93 1.25 0.44 281 1.17
(-049)  (-1.13)  (-1.12) 0.86)  (0.42) (-041)  (-034) (0.18)  (0.06) (-049)  (0.16)
% 7.95 9.21 9.18 5.64 1.04 7.38 7.05 1.53 473 7.86 3.99
(1.16)  (129)  (1.29)  (1.30) (0.51) (1.10)  (1.05)  (0.18)  (0.60)  (I.14)  (0.51)
% 485  -557 553 361 0.035 -4.53 434 0.51 1196 -4.84 -1.57
1.07)  (-120) (1200 (-1.13)  (0.03) -1.02)  (-098)  (0.09) (-035) (-1.06)  (-0.28)
% 314 300 302 -391 556 -6.45 427 2.94 3.02 417 338 31 328
(-0.66)  (-0.60) (-0.61) (-1.00) (-1.34) (-157) (-121) (-0.63) (065 (-093) (-0.71) (-0.66)  (-0.70)
% 145 LA™ AT 146 149 LASY 149%F 14T LA6™ 143 144 144 1450
6.02)  (6.11)  (6.13)  (6.05  (624)  (622) (625 (605 (595  (591) (595  (5.93)  (5.90)
Yo 24432 24482 24154
(-125)  (-1.25) (-1.24)
¥, (Lag) -646.1 -598.5
0.71) (-0.66)
Yovernight -0.10
(-1.03)
Y -0.080 0075
(-0.82) (-0.78)
YIRY News 012 -0.083
(-0.39)  (-0.27)
YsNews 0052 0.052
020)  (0.19)
W -1.51 141 142 4190 268 312 -2.00 -1.50 -1.56 275 223 -149 225
(-0.63)  (-0.56) (-0.57) (-0.95) (-126) (-148) (-1.09)  (-0.64) (-0.66) (-123) (-0.89) (-0.62)  (-0.92)
N 595 595 595 595 595 595 595 595 595 595 595 595 595
PseudoR?  0.18 0.18 0.18 0.19 0.18 0.18 0.18 0.19 0.20 0.19 0.19 0.19 0.20

Robustness checks for the extended probit model with the reserve ratio variable, the extended model, for the fourth sub-sample period. Models (1)-(7) test
the robustness of the reserve-to-GDP ratio variable to different exchange rate target specifications by dropping the exchange rate variables from the model
one-by-one and and as short-term and long-term targets. Models (8) and (9) test the robustness of the variable against the inclusion of the exchange rate
volatility, which is calculated as the square of the exchange rate returns, and the first lag of the volatility variable. Models (10) and (11) test the robustness
of the variable against the inclusion of an interest rate variable that is first calculated as the difference between the overnight interest rates of Turkey and
the US, and then the difference between the 3-month ahead interest rate on deposits in Turkey and the 3-month T-bill rate in the US. Model (12) tests the
robustness of the variable against the inclusion of the macroeconomic data announcements for Turkey (GDP, inflation rate, unemployment rate) and the US
(GDP, inflation rate, unemployment rate, and changes in policy rate). Finally, Model (13) checks the robustness against the inclusion of all the employed

variables with a preference to the 3-month ahead interest rate difference.

t statistics in parentheses * p < 0.10, ** p < 0.05, *** p < 0.01



Table 15: Probit regressions, the extended model with the forecasts using weekly data

Full Sample First Second Third Fourth Fifth Sixth
Sub-Sample Sub-Sample Sub-Sample Sub-Sample Sub-Sample Sub-Sample
Y -2.88 -14.6 12.1 4.79 -0.50 4.09 0.53
(-0.67) (-1.17) (0.85) (0.59) (-0.05) (0.21) (0.05)
% -1.41 18.8 0.99 -2.42 -2.93 14.7% -1.50
(-1.24) (1.60) (0.22) (-0.87) (-0.78) (3.19) (-0.43)
Y -1.67 11.6 10.1 491 15.1%* -63.2%** -6.85
(-0.95) 0.27) (1.12) (1.58) (2.47) (-4.04) (-1.27)
Y 0.84 72.9* 68.7* 54.3 -9.59 -68.2%** 13.4*
(0.39) (2.26) (2.10) (0.94) (-0.89) (-3.71) (2.20)
Vs -3.58* -133.5** -76.8** -67.8 0.10 80.7** -10.2%
(-1.89) (-2.53) (-2.15) (-1.18) (0.01) (3.15) (-2.66)
Y -7.22%%* 248 3.82 1.85 6.20 4.18 1.09
(-7.64) (0.26) (0.45) (0.35) (1.08) (0.68) (0.22)
Y 279 2.23% 0.56* 1.99* 1.42%% 193 1.80"**
(36.99) (5.70) (1.72) (7.62) (7.42) (8.04) (8.86)
13 -5.16" -8.80* 2.90 -1.54 2.62 -1.12 0.18
(-11.20) (-1.93) (0.76) (-0.47) (1.07) (-0.43) (0.07)
) -1.74%% 0.25 3.78 4.12
(-3.96) (0.07) (1.13) (1.54)
N 2521 233 281 380 514 498 615
Pseudo R? 0.75 0.85 0.097 0.80 0.25 0.73 0.33

Regression results for the extended probit model with the reserve ratio variable that has been
created with weekly updated forecasts instead of the MIDAS methodology. The estimated model
is as follows:

—1if yf <
IInt; = 0 if Wy <y’ <y
Lo pp <yp

where y; = X; 7+ & and

Xy =n(s—1—5-2) + (-1 —s-21) + B3(si—1 — ;%)

+ (s — ;M) + B (s—1 — s + YR + LIty

where R"** denotes the weekly updated forecasts variable for the end of quarter reserve-
to GDP ratios.
t statistics in parentheses * p < 0.10, ** p < 0.05, ** p < 0.01
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Figure 1: Capital flows
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Quarterly capital flow data for the time period from 26 March 2001 to 16 October 2015. Posi-

tive values indicate capital inflows to Turkey while negative values are capital outflows from the

country. Source: The CBRT database
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Figure 2: Quarterly interventions
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Total quarterly intervention data for the time period from 26 March 2001 to 16 October 2015.
Positive values indicate USD purchases while the negative values are USD sales. Source: The
CBRT database
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Figure 3: Intervention data, auctions
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Interventions carried out by the CBRT with auctions. The data covers the time period from 26

March 2001 to 16 October 2015. Positive values indicate USD purchases while the negative

values are USD sales. Source: The CBRT database
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Figure 4: Intervention data, direct interventions
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Direct interventions carried out by the CBRT. The data covers the time period from 26 March 2001
to 16 October 2015. Positive values indicate USD purchases while the negative values are USD
sales. Source: The CBRT database
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Figure 5: USD/TRY exchange rate
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USD/TRY exchange rate values with 1-year, 3-year, and 5-year moving average values. Source:

The CBRT database and calculations of the authors.

Figure 6: Foreign exchange reserves
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Quarterly change in international reserves of the CBRT for the time period from 26 March 2001
to 16 October 2015. Source: The CBRT database

48



Figure 7: International reserve-to-GDP ratio
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Quarterly ratio of the international reserves to GDP for the time period from 26 March 2001 to 16
October 2015. Source: The CBRT database and calculations of the authors.

Figure 8: MIDAS estimation, estimated weights
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Estimated weights with the MIDAS with lead model for all forecast horizons. Almon distributed

lag polynomial function with two hyper parameters is used in the estimations.
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Figure 9: Daily R’ (A,_) values
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Plot of the calculated R'~! (A,_l) values with the quarterly reserve-to-GDP ratios for the forecast
period, 02 January 2006 to 30 September 2015. R'~! (/A\,,l) values are plotted in blue and quarterly
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Figure 10: Chow test statistics
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F-statistics of the Chow tests for the extended model estimation period, 02 January 2006 to 30
September 2015. The sample is trimmed at the 10% level.
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Figure 11: Ordered probit regressions, fitted values, full sample
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Predicted values and cut-off points for the full sample probit analysis. Dashed horizontal black
line represents the estimated the cut-off point for the USD sales, fl;, and Dashed horizontal red
line represents the estimated the cut-off point for the USD purchases, [l,. If the predicted value is
smaller than the black line, the CBRT is likely to sale USD while it is higher than the red line, the

central bank is likely to purchase USD.
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Figure 12: Ordered probit regressions, fitted values, subsamples

2 T T T T T T T

Prediction, probit function

16 1 1 1 1
2006 2008 2009 2010 2012 2013 2015

date
Predicted values and cut-off points for the sub-sample probit analysis. Dashed horizontal black

line represents the estimated the cut-off point for the USD sales, fi;, and Dashed horizontal red
line represents the estimated the cut-off point for the USD purchases, fI,. If the predicted value is
lower than the black line, the CBRT is likely to sale USD while it is higher than the red line, the
central bank is likely to purchase USD. Notice that, there are no USD purchases in the third and
fourth periods.
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Figure 13: Daily reserve-to-GDP forecasts
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Plot of the MIDAS forecasts, the forecasts generated using the weekly foreign exchange reserve
levels, and the quarterly reserve-to-GDP ratios for the forecast period, 02 January 2006 to 30
September 2015. MIDAS values are plotted in blue, the forecasts using weekly data are plotted in
red, and quarterly values are plotted in black.
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Appendix: Noise-to-Signal Analysis Breakdown

Let Z; be the number of days an intervention signal is issued by the model and an inter-
vention is carried by the policy makers, Z, be the number of days an intervention signal
is issued but an intervention is not carried, Z3 be the number of days an intervention sig-
nal is not issued but an intervention is carried, and Z4 be the number of days neither an
intervention signal is issued nor an intervention is carried. Then the signal ratio will be
(Z1/Z, +Z3) and the noise ratio or the false alarms will be (Z/Z; +Z4). A "cutoff" level
of probability refers to the probability level that is taken to be the threshold for probit
model probabilities to be taken as a signal of interventions. Small values of the cutoff
level will increase the signal ratio but will also increase the noise ratio, which implies an
intervention alarm every day as a theoretical possibility. Thus, a level of cutoff probabil-
ity that will signal enough but not introduce much noise has to be chosen. In order to do
that, Kaminsky and Reinhart (1999) propose to minimise ((Z»/Z>+Z4))/((Z1/Z1 + Z3))
while Ito and Yabu (2007) minimize just the Z, /Z; level. These two are the same problem

because the numbers of intervention and no-intervention days are constant in the dataset.

Table 16: Noise-to-signal analysis, calculation

Intervention No intervention

Signal issued Zy Z
No signal issued Z3 Zy
Total Z1+75 Zr+ 74
: Z . Z : . o
signal = , noise = ————, noise-to-signal = noise/signal
Z1+75 Zr+7Zy
Table 17: Noise-to-signal analysis, optimal cut-off points in %
extended model the Ito & Yabu
Purchase Sale Purchase Sale
Full Sample 90 94 Full Sample 92 95
31/01/06-24/09/07 99 26 31/01/06-29/08/07 94 35
25/09/07-03/08/11 73 47 30/09/07-03/08/09 97 38
04/08/09-22/07/11 96
05/08/11-19/06/13 94 25/07/11-19/06/13 97
20/06/13-30/09/15 97 20/06/13-30/09/15 97
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Table 18: Noise-to-signal ratio, breakdown.

extended model

the Ito & Yabu

Purchase Sale Purchase Sale
Full sample Full sample
Intervention  No intervention  Intervention  No intervention Intervention  No intervention  Intervention  No intervention
Signal issued 811 45 423 10 Signal issued 708 41 314 9
No signal issued 207 1459 256 1833 No signal issued 310 1463 365 1834
Total 1018 1504 679 1843 Total 1018 1504 679 1843
31/01/06-24/09/07 31/01/06-29/08/07
Intervention  No intervention  Intervention  No intervention Intervention  No intervention  Intervention  No intervention
Signal issued 48 1 3 1 Signal issued 197 5 2 1
No signal issued 241 140 1 425 No signal issued 76 134 2 407
Total 289 141 4 426 Total 273 139 4 408
30/09/07-03/08/09
Intervention ~ No intervention  Intervention  No intervention
Signal issued 91 5 18 1
No signal issued 179 228 2 482
Total 270 233 20 483
25/09/07-03/08/11 04/08/09-22/07/11
Intervention  No intervention  Intervention  No intervention Intervention  No intervention  Intervention  No intervention
Signal issued 468 44 18 1 Signal issued 102 3
No signal issued 47 235 2 987 No signal issued 373 36
Total 515 279 20 988 Total 475 39
05/08/11-19/06/13 25/07/11-19/06/13
Intervention  No intervention  Intervention  No intervention Intervention  No intervention  Intervention  No intervention
Signal issued 26 2 Signal issued 15 1
No signal issued 70 391 No signal issued 81 401
Total 96 393 Total 96 402
20/06/13-30/09/15 20/06/13-30/09/15
Intervention  No intervention  Intervention  No intervention Intervention  No intervention  Intervention  No intervention
Signal issued 259 5 Signal issued 246 4
No signal issued 300 31 No signal issued 313 32
Total 559 36 Total 559 36

Calculated values according to Table (16). These values are used to calculate noise-to-signal ratios reported in Table (9).
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